Forecasting Stock Time-Series using Data Approximation and Pattern Sequence Similarity
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Time series analysis is the process of building a model using statistical techniques to represent characteristics of time series data. Processing and forecasting huge time series data is a challenging task. This paper presents Approximation and Prediction of Stock Time-series data (APST), which is a two step approach to predict the direction of change of stock price indices. First, performs data approximation by using the technique called Multilevel Segment Mean (MSM). In second phase, prediction is performed for the approximated data using Euclidian distance and Nearest-Neighbour technique. The computational cost of data approximation is $O(n \times n_i)$ and computational cost of prediction task is $O(m \times |NN|)$. Thus, the accuracy and the time required for prediction in the proposed method is comparatively efficient than the existing Label Based Forecasting (LBF) method [1].
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1. INTRODUCTION

Data mining is the process of extracting knowledge, by dredging the data from huge database. Sequence database consists of sequence of ordered events with or without notion of time. Time series data is a sequence database which consists of sequences of values or events obtained over repeated measurements of time, which can be used in prediction of any future events for user applications. Forecasting is the prediction of forth coming events based on historical events. The recurring intervals for forecasting is based on the duration observed, \textit{i.e.}, it requires many years for long term prediction, a year or more for medium term prediction and weeks or days for short term prediction.

1.1. Motivation

The main motivation behind this work is that, it is very much crucial for the stock market investors to estimate the behavior or trend of the stock market prices as precisely as possible in order to reach the best trading decisions for their investments. On the other hand, the complexity of many financial market is based on the nonlinearity and nonparametric nature of the variables influencing the index movement directions including human psychology and political events. The unpredictable volatile market index makes it a highly challenging task to accurately forecast its path of movement. In this context, it is required to build an efficient forecasting model, so that the investor can utilize the most accurate time series forecasting model to maximize the profit or to minimize the risk.

1.2. Methodologies

In this paper, we are using sliding window model to analyze stock time-series data. The
Table 2
The Prediction Errors by LBF and APST methods on the TAIEX dataset for the financial year 2010

<table>
<thead>
<tr>
<th>Month</th>
<th>MER(LBF)</th>
<th>MER(APST)</th>
<th>MAE(LBF)</th>
<th>MAE(APST)</th>
</tr>
</thead>
<tbody>
<tr>
<td>April</td>
<td>5.02</td>
<td>4.22</td>
<td>0.53</td>
<td>0.43</td>
</tr>
<tr>
<td>May</td>
<td>8.30</td>
<td>7.22</td>
<td>0.56</td>
<td>0.46</td>
</tr>
<tr>
<td>June</td>
<td>6.89</td>
<td>5.59</td>
<td>0.51</td>
<td>0.41</td>
</tr>
<tr>
<td>July</td>
<td>7.41</td>
<td>6.21</td>
<td>0.47</td>
<td>0.37</td>
</tr>
<tr>
<td>Aug</td>
<td>8.37</td>
<td>7.57</td>
<td>0.47</td>
<td>0.37</td>
</tr>
<tr>
<td>Sep</td>
<td>7.30</td>
<td>6.40</td>
<td>0.45</td>
<td>0.35</td>
</tr>
<tr>
<td>Oct</td>
<td>4.62</td>
<td>3.68</td>
<td>0.47</td>
<td>0.37</td>
</tr>
<tr>
<td>Nov</td>
<td>7.26</td>
<td>6.28</td>
<td>0.44</td>
<td>0.34</td>
</tr>
<tr>
<td>Dec</td>
<td>6.88</td>
<td>5.88</td>
<td>0.43</td>
<td>0.35</td>
</tr>
<tr>
<td>Jan</td>
<td>7.20</td>
<td>8.26</td>
<td>0.44</td>
<td>0.36</td>
</tr>
<tr>
<td>Feb</td>
<td>6.26</td>
<td>4.26</td>
<td>0.44</td>
<td>0.35</td>
</tr>
<tr>
<td>Mar</td>
<td>7.26</td>
<td>5.26</td>
<td>0.44</td>
<td>0.38</td>
</tr>
</tbody>
</table>

average MER is 6.89%, average MAE is 0.47% in the existing LBF method, whereas in the proposed method, the average MER is 5.90% and average MAE is 0.37%. Thus, the proposed method is ≈ 1% more efficient with respect to MER and 0.1 % more efficient for MAE compared to existing LBF method.

Also, the average CPU time required for existing LBF method is 0.61 milliseconds, whereas in the proposed method, it is 0.5 milliseconds. Thus, proposed method is 0.11% more efficient than the existing method. Future enhancement can be focused on selecting the window size dynamically and fine tune the matching sequence.
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