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Exploring the functions of proteins is an important tool for understanding cellular processes in living organism. The general source data for analysis are the peptide sequences. The most common algorithms used to compare a pair of nucleotide sequence are Global alignment algorithm or local alignment algorithm. Analysis of these algorithms show that time complexity required to the above mentioned algorithms is $O(mn)$ and space complexity required is $O(mn)$, where $m$ is size of one sequence and $n$ is size of the other sequence. This is one of the major bottlenecks as most of the sequences are very large. The proposed Coding Region Sequence Analysis (CRSA) algorithm presents a method to reduce both time and space complexity by meaningfully reducing the size of sequences by removing not so significant exons using wavelet transforms.

DSP techniques supply a strong basis for regions identification with three-base periodicity.
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1. INTRODUCTION

Bioinformatics has been gaining importance for their discoveries in the search for greater understanding of the organisms. With the completion of a host of genome sequencing projects, the amount of available genome data is increasing exponentially [1]. There is a greater need for development of novel methods and techniques of automatic sequencing of large volumes of DNA fragments, prediction of RNA secondary structure and construction of phylogenetic trees. A key step in this process is identification of all genes present in the DNA sequence. Gene Identification is to achieve the annotation in genomics and to look similar to those identified sequences [2], [3].

Different aspects of a sequence search includes search by content, search by signal, and search by similarity [4]. Search by content searches for DNA segments with specific properties like the composition of the nucleotides, nucleotide frequency, composition of codons. The search by signal and search by similarity methods depends on the known database which is used to train a classifier [5]. In a different classifcation of coding region identification, the methods have been divided into model dependent and model independent methods. Model dependent methods are based on a prior information where as model independent methods do not depend on prior information, instead it depends on the detection of the periodic regions [6].

Computational methods are necessary to identify genes on the sequenced DNA and knowing the efficiency and reliability, the structure of genes and when and how they are expressed. Computational methods are necessary to identify genes on the sequenced DNA and knowing the efficiency and reliability, the structure of genes and how they are expressed.

The task involved in the process of identification is the genomic signal processing where in the mapping of the chemical bases of DNA to a number set is achieved. A number of methods have been proposed for gene detec-
Table 6
Results Obtained After Removal of Non-Coding Regions

<table>
<thead>
<tr>
<th>Factors</th>
<th>HUMCS3 V/S HUMPLA After Removal</th>
<th>HUMCS3 V/S HUMPLA After Removal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Needle</td>
<td>Water</td>
</tr>
<tr>
<td>Length</td>
<td>217</td>
<td>200</td>
</tr>
<tr>
<td>Identity</td>
<td>196/217 (90.0%)</td>
<td>196/200 (98.0%)</td>
</tr>
<tr>
<td>Similarity</td>
<td>196/217 (90.3%)</td>
<td>196/200 (98.0%)</td>
</tr>
<tr>
<td>Gaps</td>
<td>20/217 (9.2%)</td>
<td>3/200 (1.5%)</td>
</tr>
<tr>
<td>Score</td>
<td>965.0</td>
<td>965.0</td>
</tr>
</tbody>
</table>

be 98.0% in Smith-Waterman approach. The number of gaps were reduced to 3 in case of Smith waterman approach. The score after removing the non-coding regions is found to be 965. From the results obtained we observe that the similarity of the two sequences is almost equal in both the approaches. The time and space complexity of the sequence alignment is greatly reduced by considering only the coding regions.

6. CONCLUSIONS

The role of signal processing in genomics is quite important. In the present work, a wavelet transformed method is adopted for finding coding regions in a query sequence (HUMCS3). Homologous sequence is found using BLAST. Homologous sequence HUMPLA is in good agreement with HUMCS3. A modified Gabor Wavelet Transform is adopted to remove the non-coding regions. The time and space complexity of sequence alignment is greatly reduced after removing non-coding regions.
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