The electrocardiogram (ECG) signal provides a useful non-interventional method for identifying cardiac arrhythmia. In this paper, we look at automatic ECG beat classification into 2 categories-Normal and Premature ventricular contraction using Dempster Shafer Theory (DST). In biomedical signal classification problems, the cost of making an erroneous decision can be high. Deferring a decision rather than taking a wrong decision might be beneficial. This is done by using the evidential k nearest neighbours (EKNN) approach which is based on Dempster Shafer Theory for classifying the ECG beats. RR interval features are used. Analysis is done on the MIT-BIH database. Performance evaluation is done by considering error rates. Performance of EKNN is compared with the traditional k nearest neighbours (maximum voting) approach. Effect of training data size is assessed by using training sets of varying sizes. Effect of using different distance measures on KNN and EKNN performance is studied. Dependence of EKNN performance on tuning parameter values is also assessed. The EKNN based classification system is shown to consistently outperform the KNN based classification system.
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1. **INTRODUCTION**

Cardiological problems are one of the leading causes of fatality. Cardiac arrhythmia is the term used to indicate any abnormal electrical activity (rhythm) of the heart. The electrocardiogram (ECG) signal records the changing electrical potential during the course of a cardiac cycle and can be used to detect cardiac arrhythmia [1]. A typical ECG beat consists of the following parts- P wave, QRS complex, ST and T wave [1]. Figure 1 shows a typical ECG signal. Manual ECG analysis can be difficult and error-prone in small setups like clinics. Hence, automatic ECG beat classification has received wide interest in the research field. Wavelet features have been used for ECG beat classification [2]. Machine learning techniques such as Support Vector Machines and k nearest neighbours have been used for the classification process [2,3]. Tsipouras et al designed a knowledge-based algorithm using RR interval features. RR interval features have the advantage of being less sensitive to noise. Since only 3 features are needed, the time involved for feature extraction will be low making it suitable for real-time analysis [4].

![Figure 1. ECG Wave](5)
to 1 is found to give lowest error rate and imprecision rate.

Figure 11 and Figure 12 shows the plots of mean error rates and imprecision rates respectively for EKNN for different α values as a function of k. Increase in α value is shown to lower error rate and imprecision rate. Setting α value to 0.99 is found to give lowest error rate and imprecision rate.

6. CONCLUSIONS

ECG beat classification between 2 beat categories—normal and premature ventricular contraction is done. RR interval features are used for classification. Classification is done using k nearest neighbours (KNN) and evidential k nearest neighbours (EKNN). Euclidean distance is used as the distance metric initially. EKNN is shown to give lower error rates compared to KNN across k values. Lowering er-
error rates is obtained by bringing in imprecision. Effect of using different distance measures on performance of KNN and EKNN is analyzed. Best performance is observed on using euclidean distance metric for the KNN classifier. EKNN achieves least error rate on using the mahalanobis distance metric. However, this is achieved at the cost of increasing the imprecision rate by a large amount compared to that of EKNN with the euclidean distance metric. Effect of varying tuning parameters $\alpha$ and $\beta$ on EKNN performance is analyzed. Performance of the EKNN classifier is found to be best on setting $\beta$ and $\alpha$ values to 1 and 0.99 respectively.

Further work involves including the classification of ventricular flutter beats. Episode detection in the cases of second degree heart block, ventricular bigeminy, ventricular trigeminy, ventricular tachycardia is to be developed us-

Figure 7. Plots of Mean Error Rates for EKNN using Different Distance Measures as a Function of $k$ for Training Size 1000 (Zoomed in for better comparison)

Figure 8. Plots of Mean Imprecision Rates for EKNN using Different Distance Measures as a Function of $k$ for Training Size 1000

Figure 9. Plots of Mean Error Rates for EKNN for Different Values of $\beta$ with $\alpha=0.95$ as a Function of $k$ for Training Size 1000

Figure 10. Plots of Mean Imprecision Rates for EKNN for Different Values of $\beta$ with $\alpha=0.95$ as a Function of $k$ for Training Size 1000
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Figure 11. Plots of Mean Error Rates for EKNN for Different Values of $\alpha$ with $\beta=1$ as a Function of $k$ for Training Size 1000

Figure 12. Plots of Mean Imprecision Rates for EKNN for Different Values of $\alpha$ with $\beta=1$ as a Function of $k$ for Training Size 1000
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